A novel formulation of the flexural overstrength factor for steel beams
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A B S T R A C T

The ductile design of steel structures is directly influenced by the flexural behaviour of steel beams, which should be sufficient to allow plastic hinges to rotate until the collapse mechanism is completely developed. To guarantee the achievement of such a performance, the beam flexural overstrength must be quantified to appropriately apply capacity design principles. To this aim, analytical formulations to predict the flexural overstrength factor(s) of steel beams with a wide range of cross-section typologies (I and H sections, square and rectangular hollow sections) were developed based on gene expression programming (GEP). An experimental database was gathered from the available literature and processed to obtain the training and testing databases for the derivation of the closed-form solution through GEP. The independent variables used for the development of the prediction models were the geometric properties of the sections, the mechanical properties of the material, and the shear length of the steel beams. The predictions of the proposed GEP-based models were compared with the results obtained using the existing analytical equations proposed in the current literature. Comparative analysis revealed that the proposed formulation provides a more accurate prediction of beam overstrength.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

The flexural behaviour of steel beams plays a key role in the structural performance of steel moment-resisting frames. The main response parameters governing the beam behaviour are the rotation capacity and the flexural ultimate resistance [1,2]. The former is the source of the local ductility supply needed to achieve a global dissipative structural behaviour, whereas the latter governs the flexural overstrength, which must be accurately known to appropriately apply capacity design principles, as currently implemented in all modern seismic codes. This design philosophy leads to the formation of a ductile mechanism in the structures to dissipate the seismic input energy through plastic deformations within specific parts (namely, members and/or connections) of the structure itself [3]. Additionally, it may be necessary to design the main structural elements along a similar design approach under non-seismic conditions, such as in the case of robustness under exceptional loading, where it is crucial to enhance the local resistance of principal members to prevent progressive collapse [4]. Hence, both under seismic conditions and in the case of exceptional loading, it is fundamental to guarantee that the structural elements connected to ductile parts are designed to resist the maximum strength experienced by the latter. Thus, an effective estimation of the level of hardening developing in such elements prior to strength degradation is essential at the design stage for the safe application of capacity design rules [5,6].

To this end, several studies have been carried out to derive analytical formulations for the rotation capacity and flexural overstrength of the structural steel members [1,2,7–15]. In particular, some studies have used computational tools (namely, finite element analysis) or have developed computational aids. For example, in the study of Wilkinson and Hancock [15], finite element analysis was applied to cold-formed rectangular hollow section (RHS) beams to predict the rotation capacity of class 1 (plastic) and 2 (compact) beams. Gioncu et al. [9] and Anastasiadis et al. [10] developed a computer programme (DUCTROT-M) to determine both the flexural strength and the available rotation capacity of wide-flange beams.

Recently, novel approaches based on soft computing have been employed to address the analysis and design of steel structures, thus borrowing from artificial intelligence philosophies widely used to solve sophisticated engineering problems in the past [16–29]. For example, in the study of Saka [16], a genetic-algorithm-based optimum design is presented for pitched-roof steel portal frames with haunches for the rafters at the eaves. Gholizadeh et al. [17] used finite element (FE) and soft computing techniques, namely, back-propagation (BP) neural network and adaptive neuro-fuzzy inference system (ANFIS) methods, to propose models for the estimation of the critical buckling load of the web posts of castellated steel beams. Fonseca et al. [18] utilised neural networks to forecast steel beam patch load resistance, comparing the results with preceding models and existing design formulae. They concluded that the networks’ percentage errors relative to the experimental results confirm the possibility of using the unified methodology to generate new data accurately. In the study of Gandomi et al. [19], an alternative approach for predicting the flexural resistance
and initial rotational stiffness of semi-rigid joints in steel structures using linear genetic programming was proposed. Furthermore, in another study [20], using genetic programming, a solution for the rotation capacity of wide flange beams was illustrated based on experimental results from the literature.

The review of state of the art clearly highlighted that soft computing techniques are very promising methods providing practical and accurate prediction formulae. In particular, gene expression programming (GEP) is the most effective and versatile approach because it does not require predefined functions, unlike analytical methods. Indeed, in GEP, the functions are randomly formed, and those best fitting the experimental results are selected.

The above consideration has motivated the authors to implement GEP to develop explicit formulations of the flexural overstrength factor for steel beams with a reasonable degree of accuracy. To the best of the authors’ knowledge, the current technical literature does not feature any prediction models derived from GEP for this purpose. To this end, in the present paper, two GEP-based mathematical models developed to predict the flexural overstrength factor for steel beams with I–H sections and rectangular and square hollow sections (RHS, SHS) are described and discussed. These models are derived using geometrical parameters (namely, cross-section properties) and mechanical parameters (namely, material strength and shear length) collected from a wide-ranging experimental database (covering 141 tests) available from the literature.

2. Flexural overstrength factor

2.1. Definition

The flexural overstrength factor \( s \) is a generally intended non-dimensional parameter measuring the ultimate bending capacity of steel beams, which can be noticeably larger than the plastic bending strength because of the strain hardening that can be experienced prior to the complete development of local buckling or fractures [1]. This factor can be given by the following ratio:

\[
s = \frac{f_{ub}}{f_y}
\]  

where \( f_{ub} \) is the stress corresponding to the complete development of local buckling and \( f_y \) is the yielding stress.

However, this parameter can also be calculated using the following more practical expression:

\[
s = \frac{M_{\text{max}}}{M_p}
\]  

where \( M_{\text{max}} \) represents the maximum moment that can be reached by the structure, while \( M_p \) is the theoretical full plastic moment. The definition is illustrated in the generalised force displacement curve of a member able to withstand plastic deformation shown in Fig. 1.

2.2. Flexural overstrength factor in current design codes

The consistent and reliable structural design of frames requires that the flexural overstrength factor be known. A simple definition of \( s \) was given in AISC 341-10 [21] as \( 1.1R_e \), where \( R_e \) is the ratio between the expected yield stress and the specified minimum yield stress. This parameter ranges from 1.1 to 1.5 depending on the steel grade and thus only accounts for the variability of material characteristics. The current Italian code OPCM 3274 [11,24] overcame this limit by providing \( s \) using the formulation suggested by Mazzolani and Piluso [24]. In accordance with that code, \( s \) can be estimated for I and H sections subjected to axial and/or flexural loads considering steel grade as follows:

\[
s = \frac{1}{0.695 + 1.632\lambda_f^2 + 0.062\lambda_w^2 + 0.602\frac{f_{yw}}{f_y}}
\]  

where

\[
\lambda_f = \frac{b_f}{2tf} \sqrt{\frac{f_y}{E}}
\]

\[
\lambda_w = \frac{d_{w,e}}{tw} \sqrt{\frac{f_y}{E}}
\]

are the flange and the web slenderness parameters, respectively, with \( b_f \) being the flange width, \( t_f \) the flange thickness, \( d_{w,e} \), the compressed part of the web, and \( t_w \) the web thickness. Moreover, the ratio \( b_f/L_w \) accounts for the effect of the stress gradient along the member axis, with \( L_w \) being the shear length, i.e., the distance between

\[ \text{Fig. 1. Generalised moment–rotation curve for a steel beam [1].} \]

\[ \text{Fig. 2. Schematic views of the test arrangement and geometry of cross-section variables for I-H steel beams.} \]
the plastic hinge and the point of zero moment. The compressed part of the web, i.e., the effective compressed web, can be computed according to [25] as

$$d_{w,c} = \frac{1}{2} \left( 1 + \frac{A}{A_w} \right) d_w$$

where $A$ is the section area, $A_w$ is the web area, $d_w$ is the web depth, and $\rho$ is the non-dimensional axial load, i.e., the ratio between the axial load and the squash load.

### 2.3. Review of the existing analytical formulations

#### 2.3.1. Flexural overstrength factor for I and H profiles

To estimate the overstrength factor of the steel beams in relation to the cross-sectional dimensions and material characteristics, various relations have been proposed in the literature [1,2,11,25–27]. Kato [25,26] proposed empirical equations to estimate the flexural overstrength based on the results of 68 tests conducted on “stub-column” specimens with different steel grades and local (flange and web) slenderness parameters. The normalised overstrength $s$ was obtained by multiple regression analysis as function of the flange and web slenderness for each grade of steel, whose expression is given by the following:

$$\frac{1}{s} = 0.6003 + 1.600 \frac{t_f}{E_f} + 0.1535 \frac{f_y}{E_y}$$

where

$$\alpha_f = \frac{E_f \left( \frac{t_f}{b_f / 2} \right)^2}$$

is the slenderness parameter of the flange and

$$\alpha_w = \frac{E \left( \frac{t_w}{d_w} \right)^2}$$

is the slenderness parameter of the web, $d_w$ is the web height, $t_w$ is the web thickness, $f_y$ is the yield strength, and $E$ is the modulus of elasticity of steel.

Brescia [2] proposed a novel expression of $s$, recalibrating the coefficients of the formulation developed by [24] and adopted by OPCM 3274 [11,24]. From the multiple regression of a limited set of experimental data, she derived the following expression:

$$\frac{1}{s} = 0.349 + 0.827 \lambda_f^2 + 0.03 \lambda_w^2 - 0.239 \frac{t_f}{L_v} - 0.045 \frac{E}{E_h} + 0.263 \frac{E_h}{E_y}$$

Moreover, considering the average mechanical properties of European mild carbon steel, Eq. (10) can be specialised as follows [2]:

$$\frac{1}{s} = 1.323 + 0.827 \lambda_f^2 + 0.03 \lambda_w^2 - 0.239 \frac{t_f}{L_v}$$

More recently, in a study by D’Aniello et al. [1], another empirical equation for predicting $s$ was derived by multiple linear regression analysis using a wider database of experimental tests, as follows:

$$\frac{1}{s} = 1.71 + 0.167 \lambda_f^2 + 0.006 \lambda_w^2 - 0.134 \frac{t_f}{L_v} - 0.007 \frac{E}{E_h} - 0.0053 \frac{E_h}{E_y}$$

#### 2.3.2. Flexural overstrength factor for RHS and SHS profiles

A number of predictive equations for evaluating flexural overstrength of steel beams with RHS and SHS profiles are available in the literature.

### Table 1

<table>
<thead>
<tr>
<th>No.</th>
<th>Authors</th>
<th>Test no.</th>
<th>Profile type</th>
<th>Steel grade</th>
<th>Test setup</th>
<th>Loading history</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Lukey and Adams (1969) [35]</td>
<td>12</td>
<td>I and H hot-rolled</td>
<td>MCS&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3PBT</td>
<td>Monotonic</td>
</tr>
<tr>
<td>2</td>
<td>Climenhaga (1970) [36]</td>
<td>10</td>
<td>I welded</td>
<td>MCS</td>
<td>3PBT</td>
<td>Monotonic</td>
</tr>
<tr>
<td>3</td>
<td>Grubb and Caskadden (1979,1981) [37,38]</td>
<td>7</td>
<td>I welded</td>
<td>HSS&lt;sup&gt;b&lt;/sup&gt;</td>
<td>3PBT</td>
<td>Monotonic</td>
</tr>
<tr>
<td>4</td>
<td>Kemp (1985) [39]</td>
<td>14</td>
<td>I and H welded + hot-rolled</td>
<td>MCS</td>
<td>3PBT</td>
<td>Monotonic</td>
</tr>
<tr>
<td>5</td>
<td>Schilling (1988,1990) [40,41]</td>
<td>3</td>
<td>I welded</td>
<td>HSS</td>
<td>3PBT</td>
<td>Monotonic</td>
</tr>
<tr>
<td>6</td>
<td>Wargisjö (1991) [42]</td>
<td>10</td>
<td>I welded</td>
<td>HSS</td>
<td>3PBT</td>
<td>Monotonic</td>
</tr>
<tr>
<td>7</td>
<td>Dahl et al. (1992) [43]</td>
<td>6</td>
<td>I welded</td>
<td>HSS</td>
<td>3PBT</td>
<td>Monotonic</td>
</tr>
<tr>
<td>8</td>
<td>Boeravea and Lognand (1993) [44]</td>
<td>5</td>
<td>I and H hot-rolled</td>
<td>MCS</td>
<td>3PBT</td>
<td>Monotonic</td>
</tr>
<tr>
<td>9</td>
<td>Suzuki et al. (1994) [45]</td>
<td>6</td>
<td>I welded</td>
<td>MCS + HSS</td>
<td>3PBT</td>
<td>Monotonic</td>
</tr>
<tr>
<td>10</td>
<td>Landolfo et al. (2011) [1,46]</td>
<td>3</td>
<td>I and H hot rolled</td>
<td>MCS</td>
<td>CBT&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Monotonic</td>
</tr>
<tr>
<td>11</td>
<td>Wilkinson (1999) [29]</td>
<td>44</td>
<td>Cold-formed RHS + SHS</td>
<td>MCS</td>
<td>4PBT&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Monotonic</td>
</tr>
<tr>
<td>12</td>
<td>Zhou and Young (2005) [47]</td>
<td>15</td>
<td>Cold-formed RHS + SHS</td>
<td>MCS + HSS</td>
<td>4PBT</td>
<td>Monotonic</td>
</tr>
<tr>
<td>13</td>
<td>Landolfo et al. (2011) [1,46]</td>
<td>6</td>
<td>Cold-formed RHS + SHS</td>
<td>MCS</td>
<td>CBT</td>
<td>Monotonic</td>
</tr>
</tbody>
</table>

<sup>a</sup> MCS = mild carbon steel.
<sup>b</sup> HSS = high-strength steel.
<sup>c</sup> 3PBT = 3-point bending test.
<sup>d</sup> 4PBT = 4-point bending test.
<sup>e</sup> CBT = cantilever bending test.
Table 2
Input and output database of training and test sets for I–H steel beams.

| Ref no. | Data no. | bι | d | tι | tιε | Lι | fι | Eι | ɛι | Eι/tι | tιε/ɛι | s |
|---------|----------|----|---|----|----|---|----|----|----|-----|-------|-----|---|

(continued on next page)
Table 2 (continued)

<table>
<thead>
<tr>
<th>Ref no.</th>
<th>Data no.</th>
<th>b₁</th>
<th>d₁</th>
<th>L₂</th>
<th>$f_y$</th>
<th>$E/\rho$</th>
<th>$\alpha_b/\alpha_a$</th>
<th>s</th>
</tr>
</thead>
<tbody>
<tr>
<td>61</td>
<td>150.62</td>
<td>150.62</td>
<td>2.78</td>
<td>4.8</td>
<td>546.7</td>
<td>448</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>53</td>
<td>40.21</td>
<td>40.21</td>
<td>1.94</td>
<td>2</td>
<td>414.3</td>
<td>707.6</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>50</td>
<td>49.61</td>
<td>99.7</td>
<td>3.88</td>
<td>4</td>
<td>479.7</td>
<td>378</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>42</td>
<td>100.25</td>
<td>100.53</td>
<td>2.86</td>
<td>5.2</td>
<td>450</td>
<td>445</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>38</td>
<td>75.56</td>
<td>125.4</td>
<td>2.91</td>
<td>7.1</td>
<td>450</td>
<td>397</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>37</td>
<td>75.74</td>
<td>125.4</td>
<td>2.93</td>
<td>6.9</td>
<td>450</td>
<td>397</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>35</td>
<td>50.52</td>
<td>100.83</td>
<td>2.05</td>
<td>3.8</td>
<td>450</td>
<td>400</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>28</td>
<td>25.12</td>
<td>75.27</td>
<td>1.55</td>
<td>3.4</td>
<td>400</td>
<td>422</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>27</td>
<td>25.08</td>
<td>74.98</td>
<td>1.56</td>
<td>3.9</td>
<td>400</td>
<td>439</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>24</td>
<td>25.23</td>
<td>75.33</td>
<td>1.95</td>
<td>4</td>
<td>400</td>
<td>457</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>21</td>
<td>50.18</td>
<td>75.48</td>
<td>1.94</td>
<td>4.4</td>
<td>400</td>
<td>411</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>17</td>
<td>50.71</td>
<td>100.45</td>
<td>2.06</td>
<td>3.8</td>
<td>400</td>
<td>449</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>14</td>
<td>50.64</td>
<td>150.65</td>
<td>2.25</td>
<td>4.6</td>
<td>450</td>
<td>444</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>12</td>
<td>50.23</td>
<td>150.4</td>
<td>2.59</td>
<td>4.8</td>
<td>450</td>
<td>446</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>10</td>
<td>50.15</td>
<td>150.31</td>
<td>2.6</td>
<td>4.6</td>
<td>450</td>
<td>446</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>9</td>
<td>50.17</td>
<td>150.31</td>
<td>2.6</td>
<td>4.6</td>
<td>450</td>
<td>446</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>8</td>
<td>50.27</td>
<td>150.31</td>
<td>2.6</td>
<td>4.6</td>
<td>450</td>
<td>446</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>7</td>
<td>50.22</td>
<td>150.31</td>
<td>2.6</td>
<td>4.6</td>
<td>450</td>
<td>446</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>6</td>
<td>50.18</td>
<td>150.31</td>
<td>2.6</td>
<td>4.6</td>
<td>450</td>
<td>446</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>5</td>
<td>50.22</td>
<td>150.31</td>
<td>2.6</td>
<td>4.6</td>
<td>450</td>
<td>446</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>4</td>
<td>50.22</td>
<td>150.31</td>
<td>2.6</td>
<td>4.6</td>
<td>450</td>
<td>446</td>
<td>48.2</td>
<td>9.8</td>
</tr>
<tr>
<td>3</td>
<td>50.22</td>
<td>150.31</td>
<td>2.6</td>
<td>4.6</td>
<td>450</td>
<td>446</td>
<td>48.2</td>
<td>9.8</td>
</tr>
</tbody>
</table>

For cold-formed SHS, given by the following:

\[
\frac{1}{s} = 0.778 + \frac{0.13}{\alpha}
\]  

where

\[
\alpha = \frac{E}{f_y} \left( \frac{t}{t^*} \right)^2
\]

is the slenderness parameter for the SHS section, with b being the width of the edge compression and $t$ being the corresponding thickness.

Brescia [2] proposed a formulation for $s$ obtained by multi-linear regression analysis of the experimental data obtained from tests carried out by Wilkinson [29] on cold-formed profiles. Thus, the following expressions were provided:

\[
\frac{1}{s} = 0.711 + 0.093\lambda^2 + 0.318\lambda - 0.189\frac{b_t}{L_0}
\]

for SHS beams. \(\lambda\) is the slenderness parameter for the RHS section, with $b_t$ and $L_0$ being the corresponding thickness.

\[
\frac{1}{s} = 2.7 + 0.62\lambda^2 + 0.0206\lambda - 2.11\frac{b_t}{L_0}
\]

for RHS beams.

More recently, based on a wider experimental database, D’Aniello et al. [1] proposed a unique equation to estimate the flexural overstrength factor for RHS and SHS steel beams, given as follows:

\[
\frac{1}{s} = 0.014 + 0.294\lambda^2 - 0.094\lambda - 0.711\frac{b_t}{L_0} + 0.017 \frac{E}{E_h}
\]

3. Overview of genetic programming

A genetic algorithm (GA) is a search technique used in computing to find precise or approximate solutions to optimisation or search problems. GAs are a particular class of evolutionary computation and can be categorised as global search heuristics. The techniques used by GA are inspired by evolutionary biology, including inheritance, mutation, selection, and crossover (recombination).

Genetic programming (GP) is essentially the application of genetic algorithms to computer programmes [30]. GP has been applied successfully to solve discrete, non-differentiable, combinatorial, and general nonlinear engineering optimisation problems [31]. It is an evolutionary algorithm-based methodology inspired by biological evolution used to develop a computer programme that performs a user-defined task. Therefore, it is a machine-learning technique used to create a population of computer programmes according to a fitness landscape determined by a programme’s ability to perform a given computational task. Similar to GA, the GP only needs the problem to be defined as input. Next, the programme searches for a solution in a problem-independent manner [32,33].

Gene expression programming (GEP), introduced by Ferreira [33], can be considered a natural development of genetic algorithms and genetic programming. In detail, GEP evolves computer programmes of different sizes and shapes encoded in fixed-length linear chromosomes. A GEP algorithm begins with a random generation of the fixed-length chromosomes of each individual in the initial population. Next, the
Statistics for the experimental data for RHS steel beams.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Min. value</th>
<th>Max. value</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>63.43</td>
<td>123.94</td>
<td>2.96</td>
<td>568</td>
</tr>
<tr>
<td>d</td>
<td>41.64</td>
<td>37.08</td>
<td>2.58</td>
<td>3.18</td>
</tr>
<tr>
<td>t</td>
<td>4.06</td>
<td>0.30</td>
<td>0.53</td>
<td>0.29</td>
</tr>
<tr>
<td>τ</td>
<td>1.54</td>
<td>1.54</td>
<td>2.00</td>
<td>400.00</td>
</tr>
<tr>
<td>Lw</td>
<td>250.00</td>
<td>250.00</td>
<td>10.00</td>
<td>20.00</td>
</tr>
<tr>
<td>fy</td>
<td>1875.00</td>
<td>536.00</td>
<td>42.60</td>
<td>9.80</td>
</tr>
<tr>
<td>s</td>
<td>145.89</td>
<td>301.45</td>
<td>10.11</td>
<td>6.32</td>
</tr>
</tbody>
</table>

The model generated for I–H sections consists of the following parameters: b (width of flange), d (depth of section), t (wall thickness of section), τ (inner corner radius), Lw (shear length), fy (yield stress), s (ratio of the strain corresponding to the beginning of hardening to the yield strain) (Table 2).

The GEP model for the RHS–SHS profiles included the following input parameters: b (width of section), d (depth of section), t (wall thickness of section), τ (inner corner radius), Lw (shear length), fy (yield stress), E/En, and v0/v (Table 3).

The development of a genetic-programming-based mathematical formulation is achieved using the training data containing input and output variables. Moreover, to examine and test the performance of the generated model, an optional data set containing the same number and sequence of input and output variables is used. Therefore, in the current study, two ensembles of available experimental data (one for I–H and one for RHS–SHS beams) were arbitrarily divided into two parts to obtain the training and testing databases. Approximately 1/4

<table>
<thead>
<tr>
<th>Parameter</th>
<th>s for I–H profiles</th>
<th>s for RHS–SHS profiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>Function set</td>
<td>( +, −, *, /, ^, %, ln, exp, sin, cos, tan, arcsin, arctan)</td>
</tr>
<tr>
<td>P2</td>
<td>Number of generations</td>
<td>492,531</td>
</tr>
<tr>
<td>P3</td>
<td>Chromosomes</td>
<td>30</td>
</tr>
<tr>
<td>P4</td>
<td>Head size</td>
<td>10</td>
</tr>
<tr>
<td>P5</td>
<td>Linking function</td>
<td>Addition</td>
</tr>
<tr>
<td>P6</td>
<td>Number of genes</td>
<td>8</td>
</tr>
<tr>
<td>P7</td>
<td>Mutation rate</td>
<td>0.044</td>
</tr>
<tr>
<td>P8</td>
<td>Inversion rate</td>
<td>0.1</td>
</tr>
<tr>
<td>P9</td>
<td>One-point recombination rate</td>
<td>0.3</td>
</tr>
<tr>
<td>P10</td>
<td>Two-point recombination rate</td>
<td>0.3</td>
</tr>
<tr>
<td>P11</td>
<td>Gene recombination rate</td>
<td>0.1</td>
</tr>
<tr>
<td>P12</td>
<td>Gene transposition rate</td>
<td>0.1</td>
</tr>
</tbody>
</table>
of the total data samples were used as the test database, while the rest were used as the training database, as shown in Tables 2 and 3. Thus, 57 and 49 data samples were used as the training data for I–H and RHS–SHS profiles, respectively, and the testing database contained 19 data samples for the former and 16 for the latter. The statistical analyses of the data presented in Tables 2 and 3 are summarised in Tables 4 and 5, respectively. As can be observed in Tables 4 and 5, the statistics for both the training and testing sets are in good agreement, meaning that both of them represent almost identical populations.

GeneXproTools 4.0 software was utilised for the derivation of the mathematical model. The GEP parameters used for the derivation of the mathematical models are given in Table 6. As seen from Table 6, to provide an accurate model, various mathematical operations were used. Several modifications of the GEP parameters have been made to obtain an optimum model with the best fitness. However, trigonometric operations in combination with exponential functions were predominantly included in the GEP models presented in this study.

The correlation coefficient ($R$, Eq. (18)) describes the fit of the GEP’s output variable approximation curve to the actual test data output.

Fig. 4. GEP model expression tree for I–H steel beams.
The prediction model for I–H sections derived from GEP is presented in Eq. (19). The models developed by the software in its native language can be automatically parsed into visually appealing expression trees, permitting a quicker and more complete comprehension of their mathematical/logical intricacies. Fig. 4 demonstrates the expression tree for the terms used in the formulation of the GEP model. In the expression tree given in Fig. 4, each of the first seven sub-parts of the tree contains various input variables. However, Sub-ET 8 has no independent variable and is instead the cosine of a real number. Therefore, \( S_8 \) in the mathematical model was taken as a constant input, \(-0.51304\).

The performance of the proposed GEP prediction model in Eq. (19) was graphically depicted in Fig. 5 for both the training and testing data sets. The variations of the predicted and experimental data are strongly correlated, with correlation coefficients of 0.928 and 0.929 for the training and testing databases, respectively. Moreover, the closeness of the values of the correlation coefficients may also be considered as evidence for the consistency and good fitness of the proposed model.

\[
S = S_1 + S_2 + S_3 + S_4 + S_5 + S_6 + S_7 + S_8 \quad (19)
\]

\[
S_1 = \sin \left[ \sqrt{\sin \left( \frac{d_3^2 + 5.179657}{d_1 - d_7} \right) \times e^{d_1}} \right] \quad (19a)
\]

\[
S_2 = \cos \left[ \sin \left( \cos \left( \tan \left( \tan \left( \cos d_4 + d_9 \right) \right) \right) \right) \right] \quad (19b)
\]

\[
S_3 = \sin \left( \ln \left( \frac{d_3}{d_1} \right) \right) \quad (19c)
\]

\[
S_4 = \left[ \frac{\text{approx.}}{d_6} \right]^5 \quad (19d)
\]

\[
S_5 = \arctan \left( -\frac{0.159546}{d_6} \right) \times 4.477539 \times \sqrt{d_1 - 9.755524} - \arctan(d_9) \quad (19e)
\]

\[
S_6 = \sqrt{\arctan \left( \arctan(d_6 - d_5 - 4.202667 \times d_3 - 3.717102) \right)} \quad (19f)
\]

\[
S_7 = \left( \frac{\sqrt{d_6} - 0.9484470303}{d_5} \right)^5 \quad (19g)
\]

\[
S_8 = -0.51304 \quad (19h)
\]

where \( d_6 = b_f \) (the flange width, expressed in mm); \( d_1 = d \) (the section depth, expressed in mm); \( d_2 = t_f \) (the flange thickness, expressed in mm); \( d_3 = t_w \) (the web thickness, expressed in mm); \( d_4 = L_w \) (the shear length, equal to \( L/2 \) for the 3-point bending test (3PBT) and \( L \) for the cantilever beam test (CBT), with \( L \), the beam length, expressed in mm); \( d_5 = f_y \),\( \text{flange} \) (the flange yield stress, expressed in MPa); \( d_6 = f_y \),\( \text{web} \) (the web yield stress, expressed in MPa); \( d_7 = E/E_0 \) (the ratio of the modulus of elasticity of steel to the hardening modulus); and \( d_8 = \varepsilon_0/\varepsilon \) (the ratio of the strain corresponding to the beginning of hardening to the yield strain).

4.2. GEP formulation for RHS and SHS beams

The mathematical formulation of the s value for the RHS–SHS profiles is given in Eq. (20). The expression tree for the model is depicted in Fig. 6, while the prediction performance of the model is shown in Fig. 7. The calculated correlation coefficients (\( R \)) are equal to 0.922 and 0.909 for the training and testing datasets, respectively. Although the \( R \) values for this model are slightly lower than those obtained from the previous model, the proposed model appeared to be sufficient for predicting the s value for the RHS–SHS sections.

\[
s' = s_1 + s_2 + s_3 + s_4 + s_5 + s_6 + s_7 + s_8 \quad (20)
\]

\[
s'_1 = \left( \frac{\sin(d_1 - d_4 \times d_6 + 4.326019 + d_2)}{1.495058} \right)^4 \quad (20a)
\]

\[
s'_2 = \frac{d_2}{2.046875 - \tan \left( \frac{\sqrt{d_1}}{d_6/d_3} \right) \times d_3} \quad (20b)
\]

\[
s'_3 = \left( \frac{d_4}{d_5} \right)^3 \times \cos d_1 \times \sqrt{d_4 - 4.395874} \quad (20c)
\]
where $d_0 = b$ (the section width, expressed in mm); $d_1 = d$ (the section depth, expressed in mm); $d_2 = t$ (the section wall thickness, expressed in mm); $d_3 = r$ (the inside corner radius, expressed in mm); $d_4 = L$ (the shear length, equal to $(L_1 - L_2) / 2$ for the 4-point bending test (4PBT) and $L$ for the CBT test, where $L_1$ and $L_2$ are described in Fig. 3 and expressed in mm); $d_5 = f_y$ (the yield stress, expressed in MPa); $d_6 = E/E_h$ (the ratio of the modulus of elasticity of steel to the hardening modulus); and $d_7 = \varepsilon_h/\varepsilon_y$ (the ratio of the strain corresponding to the beginning of hardening to the yield strain).
5. Discussion of results

To evaluate the efficiency and accuracy of the proposed formulations, the prediction performances of the GEP models and the existing analytical formulations (described in Section 2.3) are compared to the experimental data for I–H and RHS–SHS steel beams. Figs. 8 and 9 indicate the fluctuations of normalised overstrength factors versus experimental values for I–H and RHS–SHS steel beams, respectively. Hereinafter, the unique characteristics of each case are described and discussed.

5.1. GEP model vs. existing analytical formulations for I–H sections

As it can be observed in Fig. 8, the predicted values of \( s \) for the GEP model ranged from 0.85 to 1.18. However, the ranges of variation for the other models were as follows: 0.59–1.33 for OPCM 3274 [11,24], 0.85–1.62 for the D’Aniello et al. model [1], 0.11–1.17 for the Kato model [25,26], and 0.51–0.90 for the Brescia model [2]. Among the prediction formulations, the proposed GEP model has a correlation coefficient closest to 1.0. Moreover, Fig. 8 shows that, except the most extreme upper and lower values, all of the normalised overstrength factors obtained from the GEP model fall within ±10%. Although the OPCM 3274 [11,24] model yielded fluctuating values that are not far from the ±10% limit, its prediction was worse than that of the GEP model. The results obtained from the D’Aniello et al. model [1] tended to decrease as the actual values increased. However, for \( s \) values of approximately 1.1, the predicted values are almost identical to the exact values. However, for actual values greater than 1.1, the model tends to underestimate the strength factors, while for actual values less than 1.1, this model overestimates these values. A non-uniform underestimated scatter of the normalised values are observed in the Kato model [25,26]. Moreover, the obtained results are strongly divergent from the actual values. Despite having a regular tendency, the normalised values obtained from the Brescia model [2] are lower than the actual values.

5.2. GEP model vs. existing analytical formulations for RHS–SHS profiles

Based on a critical observation of Fig. 9, it can be inferred that the prediction models provide reasonable estimation performance, except for the Brescia model for RHS [2]. For experimental values of \( s \) ranging from 0.95 to 1.31, the GEP model and the model by D’Aniello et al. [1] give similar values, which are very close to the actual ones. However,
for greater values, the model by D’Aniello et al. [1] tends to underestimate these values. In contrast, the values obtained from the GEP model are still within the −10% limit. The results from the Kato model [25,26] are consistent with the variation of the actual values. Nonetheless, they are generally lower than the actual values. Given that the normalised values obtained from the Brescia model [2] for SHS and RHS are within the ranges of 0.91–1.21 and 0.22–0.38, respectively, it can be concluded that the performance of this model for SHS is much better than that for RHS.

5.3. Statistical analysis of the results

The accuracy of the prediction performance provided by all models was evaluated using statistical analysis. Indeed, the quality of the prediction can usually be characterised by the mean square error (MSE) of the predicted values from the real measured data. The smaller the MSE of both data sets (training and test), the higher the predictive quality. The mean square error (MSE), mean absolute percentage error (MAPE), and root mean square error (RMSE) have been introduced to examine the performance of the models. The statistical formulations of these parameters are given in Eqs. (21) through (23). Lower MAE and MAPE values also show the robustness of the proposed models.

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (m_i - p_i)^2
\]

(21)

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{m_i - p_i}{m_i} \right| \times 100
\]

(22)

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (m_i - p_i)^2}
\]

(23)

where \(m_i\) and \(p_i\) are the mean values of the measured \((m_i)\) and predicted \((p_i)\) values, respectively.

The aforementioned statistical parameters are summarised in Tables 7 and 8 for the prediction models for the I–H and RHS–SHS steel beams, respectively. As can be recognised from the tables, the lowest errors were observed for the proposed GEP models independently of the type of cross section. Table 7 shows that the MAPE of the existing models ranged between 9.68% and 39.71%, while the MAPE of the developed GEP model was approximately 4% for I–H sections. Based on the analysis of the statistical errors, the OPCM model [11,24] seems to be the best of the existing models. However, the errors for the D’Aniello et al. model [1] were very close to the OPCM model [11,24].

Table 8 indicates that although there are minor increases, the lowest errors are still observed for GEP model. Moreover, the errors calculated for the D’Aniello et al. [1] model are very close to those of the GEP model, while there is a sharp increase in the errors for the Brescia [2] model for RHS. Significant reductions for SHS can be observed in the models of Kato [25,26] and Brescia [2]. Again, the lowest error values in the GEP models confirm that the proposed model is more reliable and accurate than the existing formulations.

6. Practical application of the flexural overstrength factor

The proposed GEP models are derived on the basis of monotonic tests of steel beams under different arrangements and bending moment distributions. Although the experimental database is limited to monotonic tests, it can be assumed that the obtained formulations are also suitable under cyclic conditions. Indeed, as examined by [1], the flexural overstrength under cyclic conditions is almost the same for sections classified as class 1 according to Eurocode 3 [48], while it is slightly less than the monotonic for class 2 sections, owing to the occurrence of some degradation phenomena. This aspect implies that the monotonic flexural overstrength factor can be reasonably utilised for seismic capacity design under dissipative structural behaviour concept, where only sections of classes 1 and 2 can be adopted according to Eurocode 8. In all other cases, the monotonic overstrength should be considered as an upper bound.

Hence, both Eqs. (19) and (20) allows the flexural overstrength factor to be calculated with adequate accuracy under both monotonic and cyclic loading conditions. These equations can be considered as useful design aids for all cases in which it is necessary to account for strain-hardening effects in failure mode control. In particular, in seismic design, the correct determination of \(s\) is fundamental for the application of hierarchy criteria. The field of application of Eqs. (19) and (20) also includes the case of monotonic plastic design, such as the design for robustness, where design rules similar to the hierarchy criteria adopted in seismic design are also needed to ensure the adequate capacity of structural elements under abnormal loading conditions. Hence, to ensure the flexural failure mode of a steel beam, the surrounding members should be designed to resist the maximum bending moment, given by \(s M_p\), which the beam is capable of transferring.

Finally, although the formulations proposed by other researchers are less accurate than those proposed in this paper, it should be noted that such formulations are directly based on non-dimensional parameters having clear physical meaning (flange slenderness, web slenderness, longitudinal stress gradient, etc.). The same parameters have been used for the derivation of the proposed formulations, but the final equations do not clearly show this aspect. In addition, it can be easily recognised that the existing formulations have the advantage of being easily implemented for manual calculations. In contrast, the use of the proposed formulations is less practical due to their complexity and inclusion of several mathematical operations. These considerations suggest that the existing empirical formulations, such as those reported in [1], are more appropriate for code classification purposes. However, thanks to their greater accuracy, the novel proposed models may find effective use as design aids to be implemented through computerisation by users. In such a way, the minor disadvantages due to their high complexity may be easily overcome.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>GEP model</th>
<th>Kato model for SHS</th>
<th>Brescia model for SHS</th>
<th>D’Aniello et al. model for RHS + SHS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training data set</td>
<td>0.004</td>
<td>0.004</td>
<td>0.030</td>
<td>0.029</td>
</tr>
<tr>
<td>Testing data set</td>
<td>0.004</td>
<td>0.004</td>
<td>0.030</td>
<td>0.029</td>
</tr>
<tr>
<td>Mean square error (MSE)</td>
<td>4.39</td>
<td>4.76</td>
<td>14.42</td>
<td>14.53</td>
</tr>
<tr>
<td>Mean absolute percentage error (MAPE)</td>
<td>0.067</td>
<td>0.065</td>
<td>0.223</td>
<td>0.172</td>
</tr>
<tr>
<td>Root mean square error (RMSE)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8

Statistical parameters of the proposed and existing analytical models for RHS–SHS steel beams.
7. Conclusion

In this paper, a novel and efficient approach for the formulation of the flexural overstrength factor for steel beams made of I–H and hollow profiles is presented. The proposed formulation is based on gene expression programming (GEP) using a wide range of experimental data. Based on the analysis of the prediction performance of the proposed and existing models, the following conclusions can be drawn:

- GEP is a viable method for obtaining a comprehensive mathematical formulation of the flexural overstrength factor for steel beams having different cross-sectional properties.
- The correlation and accuracy of the proposed GEP models for I–H and RHS–SHS profiles are very good. In particular, the correlation coefficients for the training databases are 0.928 and 0.922 for I–H and RHS–SHS profiles, respectively. Moreover, for the testing databases, correlation coefficients of 0.929 for the former and 0.909 for the latter were obtained. Although the database for the testing data set was not used for training, a high level of prediction was obtained for both the training and testing data sets, associated with a low mean absolute percentage of error and high coefficients of correlation. This finding indicates the generalisation capability of the developed model.
- A comparison with the existing analytical formulation for the flexural overstrength highlighted that the GEP models provide the best prediction of the experimental data. Specifically, the Kato [25,26] and Brescia [2] models underestimated the flexural overstrength factor of the I–H sections, while the D’Aniello et al. [1] and OPCM [11,24] formulations demonstrated better accuracy for these sections. For the RHS–SHS sections, all existing models depicted a closer trend if compared to the prediction performances for I–H sections, with the exception of the Brescia model [2] for RHS, which shows a considerable underestimation of the experimental overstrength data.
- Statistical analysis revealed that the proposed GEP formulations have far lower errors than the existing models. In particular, the highest errors are obtained by the Brescia model [2] for both I–H and RHS–SHS profiles.
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